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Introduction

CDM-IP FramerII 1.3.0 Bulk Release is the first release that supports the new FramerII hardware. It is not mandatory that all field-installed CMD-IP networks be upgraded to this version of software.  This bulk release only applies to CDM-IP 550 and CDM-IP 300 system using the FramerII hardware.
Features

Below is a summary of the new features offered in v1.3.0.

Payload Compression

Compressing the payload (data) condenses the size of data frames, reducing the satellite bandwidth required to transmit across the link.  With this new release, CDM-IP now supports Payload Compression and provides bandwidth savings in excess of 40%.  
The feature is enabled via a new hardware card plus an optional software feature.  All new CDM-IP shipments include the new hardware card.  So, for new customers, Payload Compression can be activated via just the purchase of the FAST feature.  Existing customers can upgrade to this new functionality by purchasing both the new hardware and the FAST software feature, combined with downloading the v1.3.0 from the web site.  For more detail on upgrades, refer to the Interoperability and Upgrades section below.

Depending on the network, Payload Compression can be configured on a per route basis, as well as enabled/disabled for the overall system.  And, there are now statistics that report the level of compression that has been achieved.  

For maximized link efficiency, the CDM-IPs apply Header Compression first, followed by Payload Compression.  So, for maximum bandwidth optimization, we recommend that customers enable both of these FAST software features, Header Compression and Payload Compression.

Enhanced Quality of Service

CDM-IP supports multi-level Quality of Service that minimizes jitter and latency for real time traffic, such as VoIP or video, provides priority treatment to mission critical applications and still allows non-critical traffic to use the remaining bandwidth for maximum utilization.  V1.3.0 offers significant enhancements for the Quality of Service (QoS) FAST software feature for both the CDM-IP 300L and 550.

In previous versions of CDM-IP, QoS could be enabled to assign a maximum bandwidth that any traffic flow could utilize combined with the prioritization from level 1 through 4 for each flow.  This rules-based max/priority mode is still available, and is enhanced to support 8 levels of priority.  This release also includes two additional modes for constructing QoS rules, rules-based Min/Max and DiffServ.  When setting QoS, only one of the three modes can be used at a time.


Min/Max


The QoS parameters are expanded to address minimum bandwidth requirements.  From a configuration standpoint, setting the minimum specification for user-defined classes of traffic ensures that a certain level of bandwidth is always applied to given flows.  Conversely, in this mode, the user can also configure the maximum bandwidth allowed for specific classes of traffic.

DiffServ

Differentiated Services (DiffServ) is an industry-standard method of adding QoS to IP networks.  It offers the capability to prioritize certain types of traffic and various methods of traffic handling based on the class of a particular stream.  This approach is based on the premise that it is acceptable to provide one application with higher QoS over another application.  The CDM-IP IP-centric satellite modems now support DiffServ.  So, for example, the DiffServ can be configured to provide interactive traffic, such as voice and video, with higher priority than non-real-time traffic, such as e-mail.  And, as a standards-based approach to QoS, CDM-IPs are able to seamlessly co-exist in networks that already have DiffServ deployed.

Traffic Shaping

Weighted Random Early Detection (WRED) is a congestion avoidance mechanism used in IP networks.  In this release, we have applied a WRED algorithm to the QoS queues.  As a queue begins to fill, the WRED function in CDM-IP randomly determines when to discard packets to ensure that the queue never fills up.  This method of traffic shaping helps reduce retransmits and congestion.

Protocol Classifications

Another enhancement in v1.3.0 is that additional upper layer protocol classifications for enabling QoS rules are now available, including:

· Service Announcement Protocol (SAP)

· Oracle

· Citrix

· SQL

· RTP Video

· RTP Audio

· RTP Signaling


Improved Configuration & Management

A number of enhancements are included in v1.3.0 that simplify configuration and management:

Per Route Feature Specification

Due to the complexity of network designs, the Comtech EF Data’s IP-centric modems are enhanced to now enable Header Compression, Payload Compression and Triple DES Encryption to be configurable on a per route basis.  This is particularly beneficial in scenarios where there are installed CDM-IPs and the network is undergoing expansion or changes.  This feature enables multiple CDM-IPs to exist in the network without requiring the exact same configuration parameters and settings, which is particularly useful for point-to-multipoint configurations.

Updated Web Pages

The look and feel for the CDM-IP web interface is improved for more simplified navigation and configuration. 

Bulk Application Loading

All CDM-IP firmware is consolidated into a single downloadable image, simplifying upgrading functionality.

New Statistics

Several new statistics that provide valuable traffic management data are available:

· WAN Utilization – represents the % of the satellite interface that is utilized.

· Ethernet Traffic Destined to Go Over the WAN – Measured in Kbps, this includes the Ethernet header to enable the Ethernet to satellite bandwidth efficiencies to be compared.

· Actual Satellite Traffic – Reported in Kbps and includes all bits, HDLC header, packet payload, flags, etc.

· Percentage of WAN Bandwidth Saved – This valuable metric reports the % of Ethernet bandwidth that did not traverse the satellite interface as a result of the advanced bandwidth savings features of CDM-IP.

IGMP 

IGMP Support for Multicast was previously an optional feature.  Beginning in v1.3.0, this feature is a standard offering with new and upgraded CDM-IP systems.

CDM-IP Backward Compatibility

CDM-IPs operating with v1.3.0 can interoperate with CDM-IPs with prior versions of software, with one exception.  In order for Payload Compression to function, it must be configured on both sides of the link.  Additionally, installed systems requiring the new enhancements in v1.3.0 can be upgraded via the upgrade kit including the new hardware card, Payload Compression and software version 1.3.0.  Please contact Comtech EF Data for detail on upgrade logistics.

Modem Firmware/Software Valid Configurations

The table below identifies the valid configurations of base modem, CDM-FFPGA, CDM-IP FPGA, CDM-IP Boot, and CDM-IP App software that are supported. Modems that are configured with software that does not match one of the entries below may not function as expected.  

	
	Base Modem M&C
	CDM-IP FFPGA
	CDM-IP

FPGA
	CDM-IP BOOT
	CDM-IP APP

	CDM-IP 550
	FW/1416-1K  v1.26
	FW/10642-
	FW/10643-
	FW/9782-1c
	FW/10728-

	CDM-IP 300L
	FW/8460-1AB
	FW/10642-
	FW/10643-
	FW/9782-1c
	FW/10728-


Compatible SNMP MIBs

	MIB

Name
	Filename
	Date

	CDM-IP Controller
	FW/10174-2b.mib
	 11/13/2003

	CDM-IP 550
	FW/10174-3-.mib
	 03/31/2003

	CDM-IP 300L
	FW/10174-4-.mib
	 03/24/2003

	CDM-IP 550 Traps
	FW/10174-5-.mib
	 03/08/2003

	CDM-IP 300L Traps
	FW/10174-6-.mib
	 03/08/2003


Known Issue(s) In This Release
Issue: With redundancy systems, failover does not recover traffic 100% of the time, forcing a failover from web page becomes inoperative. Also, parameter mirroring upon parameter save not consistent, and both units can state ONLINE when one of them is not in that state. 

Workaround: None currently

Issue: When running CDM-IP as an IGMP server, the IGMP membership queries are sent out at a constant rate regardless of the presence of multicast traffic. Ideally, if there were no multicast traffic on the satellite downlink, then IGMP membership queries would not be broadcast on the Ethernet LAN.

Workaround: None currently

Issue: When running CDM-IP as an IGMP server, the IGMP messages in using Version1 are not supported. 

Workaround: None currently

Issue: FTP of a new image shows checksum failure, when a failure has NOT occurred. When a new bulk image is FTP’ed to a system, the CLI will occasionally show that a checksum error has occurred during FTP.  Please note as long as the second CODELOAD line states CRC OK and the last line confirms the FTP Transfer complete, the image was landed properly and can be booted.  The output on the CLI looks like the following when the error occurs (the incorrect message is highlighted): 

FTP Connected - 'User: comtech' logged in

CODELOAD: c3550091 CRC OK! 

Saving FPGA Image 1: File fw9784-1-.mpp, Size 83480 Preparing flash... Writing flash image... Finished. 

Saving Boot Image: File bootrom_v121_32mb.mpp, Size 227428 

Preparing flash... Writing flash image... Finished. 

Saving FPGA Image 1: File fw9783-1b.mpp, Size 499088 Preparing flash... 

Writing flash image... Finished. 

Saving Application Image 1: File app.mpp, Size 1323060 

Preparing flash... Writing flash image... Finished.

End of image indicator found.  

Exiting.l_LDverify_image - bad chksum id:G2P2 sw , name:        FW101728cksm: dd4ef19, expected 49444920, imp_p:bf5c3030 

FTP Transfer complete

Workaround: Retransmit the bulk image if the “CRC OK” is not seen.

Issue: Cold Start and Link Up Traps are not sent successfully in Easy Connect Mode. 

Workaround: None currently

Issue: Traffic stops while savings parameters to permanent storage 

Workaround: None currently

Issue: There is no software check to ensure that the correct bulk image is being FTP’ed to the system. If a Framer1 bulk is loaded to a Framer2 system, the system will be inoperative. If a Framer2 bulk is loaded to a Framer1 system, the system will be inoperative. 

Workaround: User must ensure they are attempting to FTP and load the correct bulk image to correct Framer configuration.
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